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Letter from the Editor

This issue of TNW includes a tribute to Richard (Rick) Proto, former chief of the 
Research and Technology Group.  In 1997, Rick was responsible for moving Tech 
Trend Notes, TNW’s predecessor publication, to our current home, the Research 
Directorate.  As he foresaw, TTN grew into a publication that delivers emerging 
technology and scientific developments to a broad audience inside and outside 
NSA.  Written by Dr. Jim Schatz, current Director of Research, this tribute covers 
many aspects of Rick’s career at NSA and expresses how greatly he will be missed. 

Although cloud computing has been on the technology horizon for many years, 
several major tech companies—Google, IBM, Amazon, Microsoft—have recently 
begun or expanded their efforts in cloud computing.  Research firms are predicting 
radical growth for cloud computing and virtualization despite the state of the 
economy. To help our readership make sense of the technology at this early stage of 
its commercial development, the TNW staff devoted this issue to cloud computing. 

What is cloud computing?  And what does virtual mean?  For each product 
or service labeled cloud or virtual, new definitions seem to emerge.  

This issue of TNW provides an overview of cloud computing and a reflection 
on the word virtual applied to technology. Although forecasts differ about 
where cloud computing may take us, one thing is sure—the clouds are here. 

For moreinformation,pleasecontactusat
TNW@tychoncscmil
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TRIBUTE

 With a 36-year career at NSA, Rick not 
only had a wealth of experience but also a unique 
ability to anticipate the fl ow of technological inno-
vation, recognize the challenges it would present to 
NSA’s mission, and appreciate the opportunities it 
offered to create capabilities for protecting the na-
tion.  With a time horizon spanning decades, Rick 
planned and initiated a dazzling array of bold, risky, 
and ambitious projects designed to prepare NSA for 
the future.  The imprint of his thinking and leader-
ship is broadly evident in NSA’s culture, structure, 
operations, and technological direction. 

 One of Rick’s most enduring legacies was 
the establishment of a new culture and community 
of mathematical expertise that solidifi ed NSA’s 
cryptanalytic preeminence and extended it to in-
clude some of the most talented academic minds in 
the country.  The novel programs that Rick put in 
place included the Mathematical Sciences Program 
to fund talented, young academic mathematicians; 
the Director’s Summer Program to bring gifted 
mathematics undergraduates to NSA each sum-
mer to work on our most challenging problems; 
the Mathematics Sabbatical Program, which invites 
professors to spend a year at NSA; and most im-
portantly, a revolutionary approach to recruitment 
and hiring in which the math community took full 
responsibility for the entire process from start to fi n-
ish.  The technical achievements of the talent pool 
created by these programs are so numerous and 
outstanding that it would be nearly impossible to 
provide a complete assessment of their impact on 
national security.  It was with great respect that Rick 
came to be known as the Godfather of NSA’s math-
ematics community.

 Nearly two decades ago, when large scale 
networking was still in its infancy, Rick anticipated 
the emergence of cyberspace as a battleground for 
national defense, and committed himself to ensur-
ing that NSA was prepared.  He championed ef-
forts to understand the emerging threats and to 
develop strategies for dealing with them.  To these 
ends, Rick created the Systems Networking Intern 

Program to prepare new generations of NSA com-
puter scientists for confl icts in cyberspace and the 
Applied Mathematics Program to train new math-
ematicians in bringing the power of mathematics 
to a wide range of problems beyond our traditional 
cryptologic mission.  Rick created the Laboratory 
for Telecommunications Sciences to focus much 
needed resources on mastering network technology, 
and in partnership with the Institute for Defense 
Analyses he enlarged the core mission of a key re-
search center to create the Center for Computing 
Sciences.  In an even bolder move Rick under-
took the establishment of a new research organi-
zation to serve the needs of the entire Intelligence 
Community.  Rick’s brainchild was recently el-
evated and expanded by Congress to become a key 
component in the Offi ce of the Director of National 
Intelligence, known as IARPA—the Intelligence 
Advanced Research Projects Activity.

 Rick also played a pivotal role in a much 
more modest venture, but one still very signifi cant 
to the staff of The Next Wave.  In the summer of 
1997 he eyed a fl edgling technology-focused, inter-
nal publication known as Tech Trend Notes (TTN).  
Rick saw potential in TTN to serve as both the in-
ternal and external voice of NSA research, so he ar-
ranged for the transfer of its entire staff to Research.  
Rick christened the premier issue of the new TTN 
with a personal introduction, and under his steward-
ship the quality of the publication and size of its 
audience grew dramatically.

 Rick Proto’s life was a celebration of intel-
lectual power dedicated to the service of his coun-
try.  He was an exemplary American, and a won-
derful friend and mentor to a generation of NSA 
employees that desperately needed, and deeply ap-
preciated, his wisdom and leadership.  NSA and the 
nation owe him a tremendous debt of gratitude.  

This issue of The Next Wave is dedicated to the memory of Richard C. 

Proto.  “Rick” Proto, NSA’s Director of Research from 1995 to 1999, 

was universally regarded as one of the Agency’s most visionary thinkers. 

He infl uenced NSA in profound ways unmatched by anyone else in recent history.
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D
uring the last several decades, dramatic advances in computing power, storage, and networking 

  technology have allowed the human race to generate, process, and share increasing amounts  

 of information in dramatically new ways.  As new applications of computing technology are 

developed and introduced, these applications are often used in ways that their designers never envisioned.  

New applications, in turn, lead to new demands for even more powerful computing infrastructure.

To meet these computing-infrastructure demands, system designers are constantly looking for new 

system architectures and algorithms to process larger collections of data more quickly than is feasible 

with today’s systems.  It is now possible to assemble very large, powerful systems consisting of many 

small, inexpensive commodity components because computers have become smaller and less expensive, 

disk drive capacity continues to increase, and networks have gotten faster.  Such systems tend to be 

much less costly than a single, faster machine with comparable capabilities.

Building systems from large numbers of commodity components leads to some significant challenges, 

however.  Because many more computers can be put into a computer room today than was possible 

even a few years ago, electrical-power consumption, air-conditioning capacity, and equipment weight 

have all become important considerations for system designs.  Software challenges also arise in this 

environment because writing software that can take full advantage of the aggregate computing power of 

many machines is far more difficult than writing software for a single, faster machine.

Recently, a number of commercial and academic organizations have built large systems from 

commodity computers, disks, and networks, and have created software to make this hardware easier 

to program and manage.  These organizations have taken a variety of novel approaches to address the 

challenges outlined above.  In some cases, these organizations have used their hardware and software to 

provide storage, computational, and data management services to their own internal users, or to provide 

these services to external customers for a fee.  We refer to the hardware and software environment that 

implements this service-based environment as a cloud-computing environment.  Because the term “cloud 

computing” is relatively new, there is not universal agreement on this definition.  Some people use the 

terms grid computing, utility computing, or application service providers to describe the same storage, 

computation, and data-management ideas that constitute cloud computing.

Regardless of the exact definition used, numerous companies and research organizations are 

applying cloud-computing concepts to their business or research problems including Google, Amazon, 

Yahoo, and numerous universities.  This article provides an overview of some of the most popular cloud-

computing services and architectures in use today.  We also describe potential applications for cloud 

computing and conclude by discussing areas for further research.
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Nomenclature

Before describing examples of cloud computing 

technology, we must first define a few related terms 

more precisely.  A computing cluster consists of 

a collection of similar or identical machines that 

physically sit in the same computer room or building.  

Each machine in the cluster is a complete computer 

consisting of one or more CPUs, memory, disk 

drives, and network interfaces.  The machines are 

networked together via one or more high-speed local-

area networks.  Another important characteristic of 

a cluster is that it’s owned and operated by a single 

administrative entity such as a research center or 

a company.  Finally, the software used to program 

and manage clusters should give users the illusion 

that they’re interacting with a single large computer 

when in reality the cluster may consist of hundreds 

or thousands of individual machines.  Clusters 

are typically used for scientific or commercial 

applications that can be parallelized.  Since clusters 

can be built out of commodity components, they are 

often less expensive to construct and operate than 

supercomputers.

Although the term grid is sometimes used 

interchangeably with cluster, a computational 

grid takes a somewhat different approach to high-

performance computing.  A grid typically consists 

of a collection of heterogeneous machines that are 

geographically distributed.  As with a cluster, each 

machine is a complete computer, and the machines 

are connected via high-speed networks.  Because 

a grid is geographically distributed, some of the 

machines are connected via wide-area networks 

that may have less bandwidth and/or higher latency 

than machines sitting in the same computer room.  

Another important distinction between a grid and 

a cluster is that the machines that constitute a grid 

may not all be owned by the same administrative 

entity. Consequently, grids typically provide 

services to authenticate and authorize users to access 

resources on a remote set of machines on the same 

grid.  Because researchers in the physical sciences 

often use grids to collect, process, and disseminate 

data, grid software provides services to perform 

bulk transfers of large files between sites.  Since a 

computation may involve moving data between sites 

and performing different computations on the data, 

grids usually provide mechanisms for managing 

long-running jobs across all of the machines in 

the grid.

Grid computing and cluster computing are not 

mutually exclusive.  Some high-performance 

computing systems combine some of the attributes 

of both.  For example, the Globus Toolkit [1], a set of 

software tools that is currently the de facto standard 

for building grid-computing systems, provides 

mechanisms to manage clusters at different sites 

that are part of the same grid.  As you’ll see later 

in this article, many cloud-computing systems also 

share many of the same attributes as clusters and 

grids.

The Google Approach to Cloud 
Computing

Google is well known for its expanding list of 

services including their very popular search engine, 

email service, mapping services, and productivity 

applications. Underlying these applications 

is Google’s internally developed cloud-based 

computing infrastructure.  Google has published a 

series of papers in the computer-science research 

literature that demonstrate how they put together 

a small collection of good ideas to build a wide 

variety of high performance, scalable applications.  

In this section we describe what Google has built 

and how they use it.

Google Design Philosophy

Although Google’s clouds are very high-

performance computer systems, the company took 

a dramatically different approach to building them 

than what is commonly done today in the high-

performance and enterprise-computing communities 

[2].  Rather than building a system from a moderate 

number of very high-performance computers, 

Google builds their cloud hardware as a cluster 

containing a much larger number of commodity 

computers.  They assume that hardware will fail 

regularly and design their software to deal with 

that fact.  Since Google is not using state-of-the-art 
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hardware, they’re also not using the most expensive 

hardware.  Consequently, they can optimize their 

costs, power consumption, and space needs by 

making appropriate tradeoffs.

Another key aspect of Google’s design philosophy 

is to optimize their system software for the specific 

applications they plan to build on it.  In contrast, the 

designers of most system software (e.g. operating 

systems, compilers, and database management 

systems) try to provide a combination of good 

performance and scalability to a wide user base.  

Since it is not known how different applications 

will use system resources, the designer uses his or 

her best judgment and experience to build systems 

that provide good overall performance for the 

types of applications they expect to be run most 

often.  Because Google is building both the system 

and application software, they know what their 

applications require and can focus their system-

software design efforts on meeting exactly those 

requirements.

Google File System

Google’s design philosophy is readily evident in 

the architecture of the Google File System (GFS) 

[3].  GFS serves as the foundation of Google’s 

cloud software stack and is intended to resemble 

a Unix-like file system to its users.  Unlike Unix 

or Windows file systems, GFS is optimized for 

storing very large files (> 1 GB) because Google’s 

applications typically manipulate files of this size.  

One way that Google implements this optimization 

is by changing the smallest unit of allocated storage 

in the file system from the 8 KB block size typical 

of most Unix file systems to 64 MB.  Using a 64 

MB block size (Google calls these blocks chunks) 

results in much higher performance for large files 

at the expense of very inefficient storage utilization 

for files that are substantially smaller than 64 MB.

Another important design choice Google makes 

in GFS is to optimize the performance of the 

types of I/O access patterns they expect to see 

most frequently.  A typical file system is designed 

to support both sequential and random reads and 

writes reasonably efficiently.  Because Google’s 

applications typically write a file sequentially once 

and then only read it, GFS is optimized to support 

append operations.  While any portion of a file may 

be written in any order, this type of random write 

operation will be much slower than operations to 

append new data to the end of a file.

Since GFS is optimized for storing very large 

files, Google designed it so that the chunks that 

constitute a single GFS file do not need to reside on 

one disk as they would in a conventional Unix file 

system.  Instead, GFS allocates chunks across all of 

the machines in the cloud.  Doing chunk allocation 

in this manner also provides the architectural 

underpinnings for GFS fault tolerance.  Each chunk 

can be replicated onto one or more machines in the 

cloud so that no files are lost if a single host or disk 

drive fails.  Google states that they normally use 

a replication factor of three (each chunk stored on 

three different machines), and that they do not use 

the fault-tolerance techniques used in enterprise-

class servers such as redundant arrays of inexpensive 

disks (RAID).

MapReduce

Built on top of GFS, Google’s MapReduce 

framework is the heart of the computational model 

for their approach to cloud computing [4, 5].  The 

basic idea behind Google’s computational model is 

that a software developer writes a program containing 

two simple functions—map and reduce—to process 

a collection of data.  Google’s underlying runtime 

system then divides the program into many small 

tasks, which are then run on hundreds or thousands 

of hosts in the cloud.  The runtime system also 

ensures that the correct subset of data is delivered 

to each task.

The developer-written map function takes as its 

input a sequence of <key
in
, value

in
> tuples, performs 

some computation on these tuples, and produces as 

its output a sequence of <key
out

, value
out

> tuples.  

There does not necessarily need to be a one-to-one 

correspondence between input and output key/value 

tuples.  Also, key
in
 does not necessarily equal key

out
 

for a given key/value tuple.

The developer-written reduce function takes as its 

input a key and a set of values corresponding to that 

key.  Thus, for all <key', value
i
> tuples produced by 

the map function that have the same key key', the 

reduce function will be invoked once with key' and 

the set of all values value
i
.  It’s important to note 

that if the tuple <key', value
i
> is generated multiple 

times by the map function, value
i
 will appear the 

same number of times in the set of values provided 

to the reduce function, i.e., duplicate values are not 

removed.  Once invoked, the reduce function will 

perform some computation on the set of values 

and produce some output value that the runtime 

Image credit: 

NASA/JPL-Caltech/Institut 

d’Astrophysique Spatia
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infrastructure will associate with the key that was 

supplied as input to reduce.

Example

To illustrate how MapReduce might be used 

to solve a real problem, consider the following 

hypothetical application. Suppose a software 

developer is asked to build a tool to search for words 

or phrases in a collection of thousands or millions 

of text documents.  One common data structure that 

is useful for building this application is an inverted 

index.  For every word w that appears in any of the 

documents, there will be a record in the inverted 

index that lists every document where w appears at 

least once.  Once the inverted index is constructed, 

the search tool can rapidly identify where words 

appear in the document collection by searching the 

index rather than the entire collection.

Constructing the inverted index is straightforward 

using MapReduce.  To do so, the developer would 

construct a map function that takes as its input a 

single <document name, document contents> tuple, 

parses the document, and outputs a list of <word, 

document name> tuples.  For one invocation of 

map, key
in
 might be “speech.txt”, and value

in
 

might be “We choose to go to the moon in 

this decade and do the other things—not 

because they are easy, but because they 

are hard!” If the map function were invoked with 

the key/value tuple shown above, map would parse 

the document by locating each word in the document 

using whitespace and punctuation, removing the 

punctuation, and normalizing the capitalization.  For 

each word found, map would output a tuple <key
out

, 

value
out

> where key
out

 is a word and value
out

 is the 

name of the document key
in
.  In this example, 25 

<key
out

, value
out

> tuples would be output as follows

<we, speech.txt>

<choose, speech.txt>

<to, speech.txt>

<go, speech.txt>

<to, speech.txt>

…

<hard, speech.txt>

The map function would be invoked for each 

document in the collection.  If the cloud has 

thousands of nodes, map could be processing 

thousands of documents in parallel.  Accessing 

any document from any machine in the cloud via 

GFS makes map task scheduling easier, since a file 

doesn’t need to be pre-positioned at the machine 

processing it.

The reduce function in this example is very easy 

to implement.  The MapReduce infrastructure will 

aggregate all <key,value> tuples with the same key 

that were generated by all map functions, and send 

the aggregate to a single reduce function as <key, 

list of values>.  This reduce invocation will iterate 

over all values and output the key and all values 

associated with it.  In our example, suppose we 

have a second document whose name is “song.

txt” and its contents are “I ll see you on the 

dark side of the moon.” The map functions 

processing speech.txt and song.txt will output 

the tuples <moon,speech.txt> and <moon, 

song.txt> respectively.  Reduce will be invoked 

with the key/value tuple <moon, list(speech.

txt, song.txt)> and will output something that 

looks like

moon: speech.txt song.txt

If the word moon appeared in other documents, 

those document names would also appear on this 

line.

Hundreds or thousands of reduce functions will 

process the output of different map functions the 

same way, once again taking advantage of the 

parallelism in the cloud.  Because of the way the 

MapReduce infrastructure allocates work, the 

processing of a single word w will be done by only 

one reduce task.  This design decision dramatically 

simplifies scheduling reduce tasks and improves 

fault tolerance since a failed reduce task can be 

restarted without affecting other reduce tasks and 

without doing unnecessary work.

After all reduce functions have finished processing 

tuples, there will be a collection of files containing 

one or more lines of word: document list mappings 

as shown above.  By concatenating these files, we 

have constructed the inverted index.

Discussion

The MapReduce model is interesting from a number 

of perspectives.  Decades of high-performance-

computing experience has demonstrated the 

difficulty of writing software that takes full 
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advantage of the processing power provided by a 

parallel or distributed system.  Nevertheless, the 

MapReduce runtime system is able to automatically 

partition a computation and run the individual parts 

on many different machines, achieving substantial 

performance improvements.  Part of the reason 

that this is possible goes back to Google’s design 

philosophy.  MapReduce is not a general-purpose 

parallel programming paradigm, but rather a special-

purpose paradigm that is designed for problems that 

can be partitioned in such a way that there are very 

few dependencies between the output of one part 

of the computation and the input of another.  Not 

all problems can be partitioned in this manner, but 

since many of Google’s problems can, MapReduce 

is a very effective approach for them.  By optimizing 

MapReduce performance on their cloud hardware, 

Google can amortize the costs and reap the benefits 

across many applications.

Another key benefit of the special-purpose nature 

of MapReduce is that it can be used to enhance the 

fault-tolerance of applications.  Recall that Google 

builds its clouds as clusters of commodity hardware 

and designs its software to cope with hardware 

failures.  Because a MapReduce computation can 

be partitioned into many independent parts, the 

MapReduce runtime system can restart one part of 

the computation if its underlying hardware fails.  

This restarting operation can be accomplished 

without affecting the rest of the computation, 

and without requiring additional expertise or 

programming effort on the part of the application 

developer.  Google’s approach to fault tolerance is in 

stark contrast to most approaches today that require 

substantial programmer effort and/or expensive 

hardware redundancy.

Performance

How well does MapReduce work in practice? 

Google’s published results show impressive results 

for processing large data.  In a paper published in 

2004 [4], Google describes two experiments they 

ran on an 1800 machine cloud.  Each machine had 

two 2 GHz Intel Xeon processors, 4 GB of memory, 

two 160 GB disks connected via an IDE interface, 

and gigabit Ethernet.  Although not explicitly stated 

in the paper, we assume the processors were single-

core processors.

Google’s first experiment was to create and run 

a program they called grep, which was designed 

to search for a three-character pattern in 1010 

100-byte records—roughly one terabyte of data.  

Google states the pattern only appeared in 92,337 

of the records.  They claim their MapReduce 

implementation of grep was able to find the pattern 

in all of the data in approximately 150 seconds.

Their second experiment was modeled after the 

TeraSort benchmark [6] and was designed to sort 

a terabyte of data (1010 100-byte records).  The 

MapReduce sort implementation was able to sort 

this data in 891 seconds, which was faster than the 

fastest reported TeraSort benchmark at that time 

(1,057 seconds).  This result is also interesting 

from a software-engineering perspective.  Google 

claims that it took less than 50 lines of user code to 

implement this sort program.  Because most of the 

details of task scheduling and file management are 

hidden in the MapReduce and GFS runtime system, 

it is possible to write such a simple program.

In a later paper on MapReduce [5], Google 

quantifies how many MapReduce jobs are run and 

how much data is processed in their production 

systems.  They claim that in September 2007 their 

production MapReduce clouds processed over 400 

petabytes of data in 2,217,000 jobs (one petabyte 

equals 1,000 terabytes, or 1015 bytes). These 

numbers are very impressive and demonstrate 

how useful MapReduce has become for Google’s 

production computing environment.

Bigtable

The last major component of Google’s approach 

to cloud computing is their Bigtable data storage 

system [7].  In many respects, Bigtable superficially 

resembles a relational database management system 

(RDBMS).  Both store data in tabular form with 

labeled rows and columns, and they allow data to 

be searched using the row name (and possibly the 

column name) as keys.  Both also allow new data 

to be added, data in existing rows to be updated, 

and data to be deleted.  Despite these similarities, 

there are also some important differences that we 

shall describe.

Consistent with their design philosophy, Google 

designed Bigtable so that it performs well in areas 

most relevant to Google’s applications at the expense 

of generality and performance in less relevant areas.  

One area where Google paid particular attention was 

to design Bigtable so that it could store very large 

quantities of data.  Bigtable horizontally partitions 

an individual table by grouping sets of rows into 
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tablets, which are managed by different machines 

in a Google cloud.  Since Bigtable stores table rows 

in lexicographic order, the developer can assign row 

keys in a manner that increases data locality.  Google 

claims that Bigtable can store petabytes of data 

across thousands of servers [7].  In this same paper, 

Google reported that their Google Maps imagery 

data consumed 70 TB of space in Bigtable.  They 

also reported that their Crawl Project (not described 

in the paper) data consumed 800 TB of space in a 

Bigtable table.  The Google Maps and Crawl Project 

data are from 2006, so we assume that larger tables 

are being stored in Bigtable today.

Bigtable expands on the concepts of rows and 

columns from relational databases in a couple of 

ways.  In Bigtable an individual data record, called 

a cell, is referenced by a row name, a column name, 

and a timestamp.  The timestamp allows multiple 

versions of the same data to be stored in the same 

cell.  Bigtable also extends the idea of a column 

by introducing the concept of column families.  A 

column family is a set of related columns.  Every 

column belongs to one column family, but a column 

family can have as many columns as desired.  

Google designed Bigtable so that creating a new 

column family is a relatively heavyweight operation 

while adding or deleting columns to/from a column 

family is a very lightweight operation.  In contrast, 

changing the schema of a relational database is 

typically a time-consuming operation that requires 

shutting down the database during the change.

Since Bigtable makes it easy to add columns 

to a column family, and columns can be sparsely 

populated, data can be stored in ways that would 

be inefficient or slow in a conventional relational 

database.  Google describes an example Bigtable 

table (see Figure 1) that stores the contents of 

specific web pages as well as information about 

how other web pages link to them [7].  Each row in 

this table represents a specific web page.  The row 

name is the URL of the page written in reverse order 

(com.cnn.www in the example) to improve locality 

of reference for related URLs stored in the table.  

Using the timestamp feature of Bigtable, multiple 

snapshots of the web page are stored at different 

points in time in the contents: column family.  

This table also has a column family called anchor:, 

which contains a column for every web page that 

points to the URL specified in the row name.  The 

column name is the URL of the web page where the 

link was found.  Every cell in the anchor: columns 

contains the “anchor” text whose underlying link 

is the URL of the row name.  In the example, the 

anchor: column family has a column cnnsi.com 

because there is a link on the cnnsi.com web page 

to the www.cnn.com web page.  The text “CNN” is 

stored in the corresponding cell, because that is the 

text on the cnnsi.com website that, when clicked 

in a web browser by a user, causes the browser to go 

to the page www.cnn.com.  Thus, every time a new 

web page is discovered that points to www.cnn.

com, a new column is added to the anchor: family.  

The name of this column is the new website’s URL, 

and the cell referenced by this column and the www.

cnn.com row contains the appropriate anchor text.  

Although it would be possible to build a relational 

database to store the data in this table, the cost of 

frequently adding new columns and the inefficiency 

of leaving most of the cells in them empty would 

make doing so impractical.

To implement the functionality in Bigtable that 

is most important to Google’s applications, Google 

also omitted some functionality that would normally 

be found in an RDBMS.  For example, Bigtable does 

not implement a join operation.  Another database 

concept that Bigtable lacks is the transaction.  

While an individual row in a table can be updated 

atomically, operations across rows cannot be 

performed atomically or rolled back.  For Google’s 

applications, these omissions are not a serious 

impediment.  Instead, they simplify the design 

Source: Chang F, Dean J, Ghemawat S, Hsieh WC, Wallach DA, Burrows M, Chandra T, Fikes A, Gruber RE. 

Bigtable: A distributed storage system for structured data. ACM Trans. on Computer Systems.  2008 June; 26(2).

Figure 1: BIGTABLE example
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of other parts of Bigtable.  For example, deleting 

a column or a column family in a table becomes 

more complex if there is a running transaction that 

is manipulating rows with data in affected columns 

or column families.

Hadoop

After Google published the series of scientific 

papers describing their approach to cloud 

computing and their successful experiences using 

it [2, 5, 7], the approach generated a great deal of 

interest and enthusiasm outside of Google.  Using 

insights gained from these papers, the open source 

software development community has created an 

implementation of Google’s cloud approach called 

Hadoop [8].  Hadoop is part of the Apache open 

source project and contains an implementation of 

MapReduce and a GFS-like distributed file system 

called Hadoop Distributed File System (HDFS).  

HBase, a related Apache project, is an open source 

implementation of Bigtable [9].

As with GFS, HDFS stores large files across 

large clusters in sequences of blocks.  Replication 

is also included within HDFS.  Hadoop MapReduce 

and HDFS, as well as HBase, employ master/slave 

architectures very similar to the approach Google 

took in designing its corresponding systems.  

Unlike Google’s systems, which are written in C++, 

Hadoop and HBase are written in Java.

Hadoop began as part of the Nutch open source 

search engine in 2002-2004 [10].  Nutch was built 

by a small group of developers working part-time.  

After the 2003-2004 publication of Google’s papers, 

work began to add some of the Google concepts 

to Nutch, in order to address some of Nutch’s 

scalability limitations.  By 2006, Hadoop was split 

out of Nutch and became a separate effort.  Since 

its launch, the community using and supporting 

Hadoop has grown substantially.  Hadoop is 

currently in release 0.19.1, and there are now many 

Hadoop user groups and applications.  Yahoo is 

currently a major supporter of Hadoop.  To give 

a sense of how far Hadoop has matured in a short 

time, a 900-node Hadoop cluster at Yahoo set a new 

TeraSort benchmark in July 2008 [11].  This cloud 

was able to sort a terabyte of data in 209 seconds, 

beating the old record of 297 seconds.  According 

to Yahoo, this is the first time a Java implementation 

or an open source TeraSort implementation has set a 

record for this benchmark.

HBase is newer and less mature than Hadoop.  As 

with Hadoop, a Google scientific paper motivated 

its development.  Initial work on HBase began in 

2006 and was first released with Hadoop 0.15 in 

October 2007.

The Google approach to cloud computing is also 

gaining interest in academia.  Google has joined 

forces with IBM to initiate university research to 

address large-scale computing problems across the 

Internet [12].  The current initiative is with Carnegie 

Mellon University, the University of Maryland, the 

Massachusetts Institute of Technology, Stanford 

University, and the University of California, 

Berkeley.  Google and IBM are providing computing 

hardware to these universities to run the Hadoop 

and HBase software.

Professor Jimmy Lin, a faculty member in the 

College of Information Studies at the University of 

Maryland, College Park, brought together students 

from the Computational Linguistics and Information 

Processing Laboratory and University of Maryland 

Institute for Advanced Computer Studies to examine 

large-scale natural-language processing problems 

using Hadoop.  This special seminar course was 

first held in the Spring 2008 with five projects.  PhD 

students led small teams to explore open research 

problems and used MapReduce to assist with 

large scale parallelization issues associated with 

statistical machine translation, language modeling, 

identity resolution in email, biomedical network 

analysis, and image processing.  Included in the 

course were various speakers who led discussions 

on cloud computing during the semester.

Amazon Approach to Cloud 
Computing

Amazon is best known for selling books online, 

but they are also actively investing in services 

that allow developers to take advantage of their 

computing technology.  Amazon Web Services 

provide developers use of open APIs to access 

Amazon’s vast infrastructure in a manner vaguely 

reminiscent of timeshared computing.  By using 

these APIs, developers can create interfaces and 

access the computing infrastructure provided by 

Amazon on a fee-based schedule, with the ability 

to grow as needed.  Software developers, start-up 

companies, and established companies in need of 

reliable computing power are members of a large 

and growing crowd using Amazon services.
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One of these services is the beta launch of Amazon 

Elastic Compute Cloud or EC2 [13].  The Amazon 

Elastic Compute Cloud provides virtualization for 

developers to load Amazon-managed machines with 

their preferred software environments and execute 

custom applications.  This is accomplished by first 

creating an Amazon Machine Instance (AMI) with 

the operating system, custom configuration settings, 

libraries, and all needed applications.  Once created, 

the AMI is loaded into the Amazon Simple Storage 

Service (AS3) and receives a unique identifier.  The 

unique identifier can then be used to run as many 

instances of the AMI as needed using Amazon’s 

APIs.  Additionally, Amazon provides a set of pre-

built AMIs that can be used by developers.

AMIs can be sized to the requirements of 

individual applications.  AMIs fall into categories 

ranging from a small instance to an extra-large 

instance.  A small instance has less memory, virtual 

cores, storage, and I/O performance than a large 

one.  Similar to a timesharing system, Amazon bills 

users by the instance-hour.  As the size of memory, 

number of cores, or other features increases, the 

instance-hour fee increases.  Amazon offers standard 

instances as well as high-CPU instances.

Amazon is also now claiming location 

transparency for a globally distributed cloud.  They 

are building out their computational footprint to be 

more geographically distributed.  Additionally, they 

are improving fault tolerance by creating Availability 

Zones that will allow users to create instances of 

their applications in distributed regions.

Microsoft Approach to Cloud 
Computing

Microsoft announced its Azure Services Platform 

in October 2008 [14, 15].  Similar to the Amazon 

approach, Microsoft is developing a cloud-based, 

hosted-services platform.  In addition to providing 

compute and storage resources for consumers 

to develop and host applications, Microsoft is 

also offering cloud applications that are already 

developed and ready for consumption.

The Azure Service Platform is built on the 

Windows Azure cloud operating system, which 

provides a development, hosting, and management 

environment for cloud applications.  Numerous 

services are available on top of the Azure operating 

system including Live Services, SQL Services and 

.NET Services.

During the Community Technology Preview, 

Azure is offered for free to allow users and 

consumers to test and evaluate it.  Potential users 

can also download an Azure SDK and Azure tools 

for Microsoft Visual Studio to simulate the Azure 

framework during the preview period.  Once Azure 

is launched for commercial use it will be priced 

using a consumption-based model.  Consumption 

will be measured in compute time, bandwidth, and 

storage and transactions (put and gets).

Microsoft is using a combination of Microsoft 

.NET framework and the Microsoft Visual Studio 

development tools to provide a base for developers 

to easily launch new solutions in the cloud.  It is 

noted that both applications running in the cloud 

and outside of the cloud can use the Azure cloud 

platform.  For the initial offering, only applications 

built with .NET can be hosted, but Microsoft claims 

that this constraint will be relaxed for Azure in 

2009.

Azure’s storage framework is based on storing of 

binary large objects (blobs), communications queues 

to provide access to the data via Azure applications, 

and a query language that can provide table-like 

structures.  An Azure account holder can have one or 

more containers where each container can hold one 

or more blobs.  Each blob has a maximum size of 

50 GB, and can be subdivided into smaller blocks.  

To work with the blobs of data, entity and property 

hierarchies are provided through tables.  These 

tables are not SQL-like relational tables and are not 

accessed using SQL.  Instead, access to these tables 

is provided via the Microsoft Language Integrated 

Query (LINQ) syntax query language.  Queues are 

also available to provide communication between 

instances as will be discussed later.  Representational 

State Translation (REST) is the convention used to 

both expose and identify data stored in the Azure 

cloud.  All Azure data storage is replicated three 

times to enhance fault tolerance.

The .NET Services provide access control at 

the application level, a service bus for exposing 

application services and allowing services to 

communicate with each other, and a workflow 

management system for creating complex 

services from existing simpler services (service 

orchestration).

SQL Services will be used to provide a set of 

services for working with both unstructured and 

relational data.  The first set of SQL Services will 

only provide database services in the Azure cloud, 
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but will expand in the future.  While this service 

appears similar to a relational database storage 

model, Microsoft claims that it is slightly different 

in that it is a hierarchical data model without a pre-

defined schema.  Therefore, access to this data is not 

provided via a structure query language but instead 

through the RESTful interface or C# syntax defined 

by Microsoft’s LINQ.

The Live Services use the cloud to store data 

while running on a variety of live operating desktop 

and mobile systems.  This allows the Live Operating 

System to synchronize data across numerous related 

mesh systems.  As an example, a user can create 

a mesh with his/her desktop, laptop, and mobile 

phone and keep them seamlessly synchronized at 

all times.

Windows Azure divides application instances 

into virtual machines (VMs) similar to the Amazon 

AMIs described earlier.  Unlike the Amazon AMIs, 

a Windows Azure developer cannot supply his/her 

own VM image.  Developers create Web role and 

Worker role instances, where a Web role accepts 

incoming HTTP requests and Worker roles are 

triggered by Web roles via a queue.  Any work 

performed by a Worker role instance can then be 

stored in the Azure storage or sent outside of the 

cloud network.  Web role instances are stateless.  To 

expand the performance of an application, multiple 

Worker role instances can be run across dedicated 

processor cores.  If a Worker role or Web role fails, 

the Azure fabric restarts it.

Other Cloud Computing 

Approaches and Applications 
Amazon, Google, and Microsoft are not alone 

investing in computing as a service.  Other 

organizations to test the waters include Dell, IBM, 

Oracle, and some universities.

IBM is providing a variety of cloud-based 

services by using existing functionality and 

capabilities of the IBM Tivoli portfolio [16].  Tivoli 

is a collection of products and software services 

that can be used as building blocks to support IBM 

Service Management software.  IBM’s cloud-based 

services, which target independent software vendors 

(ISVs), offer design of cloud infrastructures, use of 

worldwide cloud computing centers, and integration 

of cloud services.

Researchers at the University of Michigan (UM) 

have developed a novel anti-virus application using 

cloud computing ideas [17].  By aggregating a 

collection of open source and commercial anti-virus 

software as a cloud-based service and letting the 

individual anti-virus packages “vote” on whether an 

infection has occurred on a host, they demonstrated 

that their CloudAV service was more effective at 

detecting viruses than any single anti-virus software 

package.  With a small software client running on 

each end user host, the UM researchers also claimed 

that a centralized virus detection system would be 

easier to manage in an enterprise than maintaining 

signature files and software releases on hundreds or 

thousands of end hosts.

Concerns and Challenges
Perhaps the biggest danger that arises when a 

technology gains sufficient interest from enough 

people is that it will begin to be viewed as a 

panacea.  Gartner refers to such a situation as the 

peak of inflated expectations in their Hype Cycle 

[18].  While we believe that cloud computing can 

indeed be applied to many kinds 

of problems successfully, we 

also think that it’s necessary to 

consider carefully whether the 

problem needing to be solved 

could best be addressed by an 

existing technology.

When we described Google’s 

Bigtable data storage system, we 

compared it to RDBMSs.  There 

are many problems that are best 

solved using a relational database, 

and systems like Bigtable do 

not add value.  For example, 

a fundamental requirement 

of a banking database is that 

information about how much 

money is in each customer’s 

bank account must be accurate at all times, even 

while money is being transferred between accounts 

or after a system has crashed.  Such an application 

cries out for a transactional model that is part of 

an RDBMS, but not Bigtable.  Being able to store 

petabytes of data is less important here than being 

able to execute transactions correctly.

The Amazon approach to cloud computing is 

ideal for small organizations or organizations with 

unpredictable computing usage requirements.  For 

large organizations or organizations that process 

particularly sensitive data, this approach may not 

Image credit: 

X-ray: NASA/CXC/U.

Colorado/Linsky et al.; 

Optical: NASA/ESA/STScI/

ASU/J Hester & P.Scowen.
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make sense.  With the Amazon approach, a user is 

effectively renting computing resources.  Renting 

computing resources may not be the most cost-

effective use of funds for a large corporation.  As 

an organization grows in size and importance, the 

value of its data also increases dramatically.  An 

automotive manufacturer would probably not want 

to store the highly proprietary designs for next 

year’s car models on another company’s servers.  

Similarly, a government agency and the citizens it 

serves would probably not want sensitive data such 

as citizens’ tax returns to be stored on a computer 

system that is not owned and controlled by the 

government.

Cloud computing approaches use parallelism 

to improve the computational performance of 

applications.  The Google MapReduce framework 

is particularly good at this so long as the problem 

fits the framework.  Other approaches to high 

performance computing have similar constraints.  

It’s very important for developers to understand the 

underlying algorithms in their software and then 

match the algorithms to the right framework.  If the 

software is single-threaded, it will not run faster on 

a cloud, or even on a single computer with multiple 

processing cores, unless the software is modified to 

take advantage of the additional processing power.  

Along these lines, some problems cannot be easily 

broken up into pieces that can run independently on 

many machines.  Only with a good understanding of 

their application and various computing frameworks 

can developers make sensible design decisions and 

framework selections.

Future Research Areas
Although much progress has already been made in 

cloud computing, we believe there are a number of 

research areas that still need to be explored.  Issues 

of security, reliability, and performance should 

be addressed to meet the specific requirements 

of different organizations, infrastructures, and 

functions.

Security

As different users store more of their own data in 

a cloud, being able to ensure that one user’s private 

data is not accessible to other users who are not 

authorized to see it becomes more important.  While 

virtualization technology offers one approach for 

improving security, a more fine-grained approach 

would be useful for many applications.

Reliability

As more users come to depend on the services 

offered by a cloud, reliability becomes increasingly 

important, especially for long-running or mission-

critical applications.  A cloud should be able to 

continue to run in the presence of hardware and 

software faults.  Google has developed an approach 

that works well using commodity hardware and their 

own software.  Other applications might require 

more stringent reliability that would be better served 

by a combination of more robust hardware and/or 

software-based fault-tolerance techniques.

Vulnerability to Attacks

If a cloud is providing compute and storage 

services over the Internet such as the Amazon 

approach, security and reliability capabilities must 

be extended to deal with malicious attempts to 

access other users’ files and/or to deny service to 

legitimate users.  Being able to prevent, detect, and 

recover from such attacks will become increasingly 

important as more people and organizations use 

cloud computing for critical applications.

Cluster Distribution

Most of today’s approaches to cloud computing 

are built on clusters running in a single data center.  

Some organizations have multiple clusters in 

multiple data centers, but these clusters typically 

operate as isolated systems.  A cloud software 

architecture that could make multiple geographically 

distributed clusters appear to users as a single large 

cloud would provide opportunities to share data 

and perform even more complex computations than 

Image credit: NOAA Photo 

Library, NOAA Central Library; 

OAR/ERL/National Severe 

Storms Laboratory (NSSL)
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possible today.  Such a cloud, which would share 

many of the same characteristics as a grid, could 

be much easier to program, use, and manage than 

today’s grids.

Network Optimization 

Whether clouds consist of thousands of nodes 

in a computer room or hundreds of thousands of 

nodes across a continent, optimizing the underlying 

network to maximize cloud performance is critical.  

With the right kinds of routing algorithms and Layer 

2 protocol optimizations, it may become possible 

for a network to adapt to the specific needs of the 

cloud application(s) running on it.  If application-

level concepts such as locality of reference could 

be coupled with network-level concepts such as 

multicast or routing algorithms, clouds may be 

able to run applications substantially faster than 

they do today.  By understanding how running 

cloud applications affects the underlying network, 

networks could be engineered to minimize or 

eliminate congestion and reduce latency that would 

degrade the performance of cloud-applications and 

non-cloud applications sharing the same network.

Interoperability

Interoperability among different approaches to 

cloud computing is an equally important area to be 

studied.  There are many cloud approaches being 

pursued right now and none of them are suitable 

for all applications.  If every application were run 

on the most appropriate type of cloud, it would be 

useful to share data with other applications running 

on other types of clouds.  Addressing this problem 

may require the development of interoperability 

standards.  While standards may not be critical 

during the early evolution of cloud computing, they 

will become increasingly important as the field 

matures.

Applications

Even if all of these research areas could be 

addressed satisfactorily, one important challenge 

remains.  No information technology will be useful 

unless it enables new applications, or dramatically 

improves the way existing applications are built or 

run.  Although the effectiveness of cloud computing 

has already been demonstrated for some applications, 

more work should be done on identifying new 

classes of novel applications that can only be 

realized using cloud computing technology.  With 

proper instrumentation of potential applications 

and the underlying cloud infrastructure, it should be 

possible to quantitatively evaluate how well these 

application classes perform in a cloud environment.  

Along these same lines, experimental software 

engineering research should be conducted to 

measure how easily new cloud-based applications 

can be constructed relative to non-cloud applications 

that perform similar functions.  This research should 

also compare the dependability of similar cloud and 

non-cloud based applications running in production 

environments.  Application-focused research will 

help organizations make well-informed business 

decisions on where to apply cloud technology, 

and give cloud technology developers guidance 

on what kinds of improvements to the technology 

will provide the greatest benefits to application 

developers and end users.

Conclusion
We have described a number of approaches 

to cloud computing in this article and pointed 

out some of their strengths and limitations.  We 

have also provided motivation and suggestions 

for additional research.  The approaches outlined 

in this article, along with other strategies, have 

already been applied successfully to a wide range 

of problems.  As more experience is gained with 

cloud computing, the breadth and depth of cloud 

implementations and the range of application areas 

will continue to increase.

Like other approaches to high performance 

computing, cloud computing is providing the 

technological underpinnings for new ways to 

collect, process, and store massive amounts of 

information.  Based on what has been demonstrated 

thus far, ongoing research efforts, and the continuing 

advancements of computing and networking 

technology, we believe that cloud computing is 

poised to have a major impact on our society’s data-

centric commercial and scientific endeavors.  
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The future is virtually here

FOCUS

V
isions of the future have often included some virtual ex-
perience or other. In The Matrix Neo grapples with an 
immense virtual reality computer. The crew of Star Trek’s 

USS Enterprise dine on virtual food from a replicator. A police of-
fi cer receives a virtual personality in RoboCop. Arnold is provided 
with virtual memories in Total Recall. 

But much of that virtual future is already here. Virtual is associ-
ated with shopping, signatures, networks, keyboards, call cen-
ters, computers, software, documents, communities, guitars, 
libraries—even pets. 

So what does it mean to be “virtual”? This question has con-
founded philosophers for centuries. Where does reality end and 
virtuality begin? Today, technology has provided new ways to blur 
the distinction, with marketers adopting the word virtual as if it 
were synonymous with new. 

The language of the virtual often folds in upon itself, meaning 
one thing from a certain perspective and something else from 
another. With that in mind, let’s take a closer look at how the 
modern world is going virtual.

Im
a
g
e 

cr
ed

it
: 

N
A

S
A

 A
m

es
 R

es
ea

rc
h

 C
en

te
r 

(D
o
n

a
ld

 E
. 
D

a
vi

s)



20   The Future is Virtually Here

Virtual memory

The move to virtualization in cyber-
space may have started in the early 1960s 
with the introduction of virtual memory. 
Until then, computers relied on physical 
memory, where 
data resides with 
its own con-
tiguous address. 
With virtual 
address space 
(VAS) an appli-
cation thinks it 
has a dedicated 
address, when 
in fact it can be 
fragmented across the hard drive and even 
partly in disk storage.

The Burroughs B5000, released in 
1961, was the fi rst commercial computer 
to use virtual memory. Today, general 
purpose operating systems all rely on vir-
tual memory techniques to run most ap-
plications.

Virtual machines

For the software engineers and pro-
grammers who are crafting much of the 
virtual future, the virtual machine (VM) 
lies at the core of their creations. Just as 
the term virtual machine implies, a VM 
works like a physical machine, but with-
out the physical machine hardware. 

VMs can be used to run multiple op-
erating systems on a single computer. A 
software application such as Microsoft 
Word or Adobe Photoshop needs an oper-
ating system (OS) to serve as interpreter 
for the computer hardware it’s running on. 
Typically a computer can run only one OS 
at a time. But by directing traffi c through 
a virtual machine monitor (VMM), or 
hypervisor, an operating system such as 
VMware or Virtual PC creates virtual ma-
chines on the same computer. Each VM 
can trick an operating system into think-
ing it’s running on dedicated hardware.

IBM launched VM technology in 
1972 with the VM/370. The fi rst virtual 
machines were designed for mainframe 
computers to test operating systems for 

hardware that had not yet been developed. 
Later, mainframe VMs were also used for 
partitioning resources and running legacy 
software on newer hardware versions. 
Over the years, the technologies behind 
computer virtualization have grown in-

creasingly so-
p h i s t i c a t e d , 
extending VM 
capabilities to 
personal com-
puters (PCs) and 
servers.

Virtual PCs

At the PC 
level, virtualization can boost productiv-
ity and reduce overhead. VMs running on 
a single workstation provide access to a 
suite of different software applications 
and devices that would otherwise require 
dedicated hardware. 

Working from a virtualized desktop 
can also be handy. For example, a com-
puter user can instantly switch between 
Linux-based applications and Mac OS 
software. Or different versions of Win-

dows can be run simultaneously for test-
ing software.

Virtual servers

A virtual private server (VPS) does 
for a network server what a virtual ma-
chine does for a PC. Each VPS, some-
times referred to as a virtual dedicated 
server (VDS), can run its own operating 
system, and each server can be indepen-
dently rebooted. 

By using VPS software such as Xen 
or OpenVZ, the server administrator can 
partition a single physical server into hun-
dreds of virtual environments. Consoli-
dating servers on a single VPS platform 
can cost less than maintaining multiple 
dedicated servers due to less hardware 
and support, fewer software licenses, re-
duced cooling requirements, and lower 
power consumption. For many organiza-
tions these cost benefi ts more than offset 
any accompanying performance loss. 

 A VPS platform can also be used 
to safeguard network resources. For ex-
ample, the system administrator can set 
up a sandbox on an isolated copy of the 
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operating system, running on a VPS, to 
test software updates before deploying 
them. A VPS can also be turned into a 
honeypot, designed to attract and identify 
users with malicious intentions.

Java Virtual Machine

Sun Microsystems developed the 
Java Virtual Machine (JVM) as a way to 
make Java a “universal language.” The 
product slogans Write once, run anywhere 
(WORA) and Write once, run everywhere
(WORE) sum up the intended benefi ts of 
Java Language.  

A JVM creates a virtual machine in 
a run-time environment to execute Java-
based computer programs and scripts. The 
JVM, which is the instance of the Java 
Runtime Environment (JRE), comes into 
action when a Java program is executed. 
The instance is then deleted after the code 
has executed.

Virtual networks

Virtual networks offer more con-
fi guration options than physically wired 
networks. Virtualization software such as 
VMware and Microsoft’s Virtual Server 
replace physical switches and network 
adapters with software equivalents.

By using a virtual network, virtual 
machines can access the host operating 
system, local network resources, external 
network resources such as the Internet, 
and other virtual machines. Virtual net-
works make it possible for departments in 
an organization to share documents, inter-
national teams of engineers to collaborate 
on projects, and employees to work from 
home.

Departments in an organization can 
be assigned separate logical networks on 
a single server through a virtual local area 
network (VLAN). The IEEE 802.1Q stan-
dard sets guidelines for creating multiple 
bridged networks to share the same physi-
cal network link without risk of leaking 
information between networks.

VC describes another way to look 
at virtual networks for computing and 
telecommunications. The “V” in VC, of 

course, stands for “virtual.” The “C,” on 
the other hand, can represent the word 
circuit, connection, or channel while still 
meaning the same thing. 

A virtual circuit typically is set up 
when a call is initiated and then termi-
nated after data has been passed from one 
user to another. A VC can be provided at 
the transport layer, as with Transmission 
Control Protocol (TCP). At the network 
layer and datalink layer where data al-
ways is delivered over the same path, a 
VC can be set up permanently for a dedi-
cated link.

A permanent virtual circuit is also 
called a virtual private network, or VPN. 
With a VPN users communicating with 
each other have what appears to be an ex-
clusive VC, even though other users may 
be sharing the same circuit at the same 
time. The VPN uses link-layer protocols 
to tunnel through other larger networks 
such as the Internet. A VPN uses encryp-
tion to assure secure communications 
across the network.

Virtual supercomputers

Cluster computing and multiproces-
sor computing evolved out of the need for 

The “Kaon” virtual supercomputer in the Fermilab Lattice Computing 
Center runs on a cluster of 600 units connected by a high-speed network. 
Kaon is used to help physicists better understand particle behavior. 
Image credit: Fermilab
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more computing power and the ability to 
make resources work in parallel. Packet 
switching networks, designed to meet this 
need, led to the development of the AR-
PANet. By linking four computer centers 
in 1969, ARPANet established the design 
model for future computer clusters, and 
ultimately the Internet.

Computer clusters are inherently 
harder to program than individual com-
puters. The 
breakthrough 
for cluster 
c o m p u t i n g 
came with the 
release of PVM 
(parallel vir-
tual machine) 
open-source 
software in 
1989. PVM 
software, based on TC/PIP communica-
tions, made it possible to instantly link 
individual computers to form a virtual 
supercomputer. 

NASA attempted to use PVM parallel 
processing libraries for its Beowulf high-
performance computer, built in 1994. 
Beowulf clusters have come to describe 
any group of commodity computers net-
worked into small TCP/IP networks and 
running a Free and Open Source Software 
(FOSS) Unix-like operating system such 
as BSD, Linux, or Solaris. 

Free-form heterogeneous clusters of 
inexpensive computers quickly rivaled 
expensive mainframe supercomputers on 
standard throughput, measured in fl oat-
ing operations per second (FLOPS). Such 
“virtual supercomputers” show up consis-
tently on the Top500 list of supercomput-
ers. In the November 2008 Top500 rank-
ings, cluster architecture accounted for 82 
percent of the winners.

Cluster architectures were quickly 
adapted to create networks of personal 
computers located anywhere in the world. 
Distributed computing, otherwise known 
as grid computing, is powering projects 
that are able to enlist the computing power 

of tens of thousands of personal comput-
ers worldwide to create virtual supercom-
puters. Global grid computing efforts are 
now underway to simulate protein folding 
(Folding@home), sift through data from 
the Large Hadron Collider (WLCG), 
study how diseases spread through the 
body (BRaTS@home), and search for ex-
traterrestrial intelligence (SETI@home).

The power of cluster computing is 
also available from “the 
cloud,” where virtu-
alization has taken on 
new meaning. Ama-
zon’s Elastic Compute 
Cloud (EC2) makes it 
possible for subscribers 
to harness the raw com-
putation and mathemat-
ical processing power 
of as many machines as 

the company has available. 

Virtual services

Cloud computing, also called util-
ity computing, is steadily gaining mar-
ket share as a way to access computing 
services. Analysts at Gartner, Inc. project 
that by 2011, 30 percent of consulting and 
systems integration revenue will be deliv-
ered via cloud computing. Cloud technol-
ogy can provide solutions for hardware 

as a service (HaaS), software as a service 
(SaaS), and platform as a service (PaaS). 

At the hardware level, cloud comput-
ing refers to the virtualization of the data 
center. A user who goes to the cloud for 
HaaS doesn’t know which physical ma-
chines are used to host applications or 
store data. For managed service, HaaS 
transfers ownership and maintenance 
costs from a business to the managed ser-
vice provider (MSP). In a grid computing 
context, HaaS allows access to the infra-
structure and CPU of a single provider to 
concentrate the resources of many com-
modity computers.

Some users are turning to SaaS for 
software applications, doing away with 
the need for owing licenses to many of the 
various products they use. Cloud vendors 
such as Salesforce.com also let users pur-
chase and add frequently used third-party 
applications to the cloud. 

Vendors that offer PaaS provide an 
integrated platform to build, test, and de-
ploy custom applications. For example, 
Amazon gives developers root privileges 
for any development technology that runs 
in the Amazon Machine Image (AMI). 

Other services are available through 
the cloud, as well. These include provid-
ers of data as a service and storage as a 
service. 

The rapid rise in popu-
larity of social networks 
such as YouTube, Face-
book, and MySpace took 
many sociologists by sur-
prise. 

*aaS
(Everything as a Service)

The *aaS family of services seems virtually limitless.

SaaS
(Software/Storage)

Taas
(Tools)

CaaS
(Communications)

WaaS
(Workplace/Wireless)

FaaS
(Framework)

OaaS
(Operations/Optimization)

Iaas
(Infrastructure)

DaaS
(Desktop/Database/Datacenter)

HaaS
(Hardware)

KaaS
(Knowledge)
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Virtual communities

People in increasing numbers are 
turning to the Internet to form relation-
ships based on common interests instead 
of proximity. Cloud computing is making 
it easier to establish virtual communities 
for business and education, but social net-
works are leading the way. 

The rapid rise in popularity of social 
networks such as YouTube, Facebook, 
and MySpace took many sociologists by 
surprise. According to a 2008 Harris sur-
vey of people who were recently married, 
more of them met online—19 percent—
than at work or through friends. Online 
matchmaking services now attract over 

20 million visitors a month. Personal pho-
tographs also abound, with fi ve thousand 
images loaded on Flickr every minute. 
People are freely sharing their opinions 
online, as well. Blogs now accompany 
almost every major web site and have 
become a central feature of many news 
services.

The momentum in the direction of 
virtual social networks is steadily in-
creasing. Virtual translation services have 
helped to extend the reach of many so-
cial networks by improving the accuracy 
of real-time translations for a growing 
number of languages. As language barri-
ers fall, virtual communities are crossing 

national boundaries to reach global audi-
ences. 

Virtual worlds

Science fi ction fans have been antici-
pating the arrival of virtual worlds since 
the 1970s. A forerunner of the holodeck, 
a playroom for interacting with virtual ac-
tors in a virtual setting, was introduced in 
Star Trek: The Animated Series in 1974. 
That was the same year Maze War was 
fi rst played on ARPANET, launching the 
virtual world genre of video games. 

Millions of gamers around the world 
are intimately familiar with the virtual 
worlds of Everquest, World of Warcraft, 

NASA’s 2008 Future Forum used Second Life for off-site attendees to participate virtually.

Image credit: NASA Ames Research Center / Dominic Hart
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and SimCity. As processing power in-
creases and graphics engines improve, 
these interactive environments are becom-
ing indistinguishable from real settings.

The metaverse, a term coined in Neil 

Stephenson’s 1992 cyberclassic Snow 
Crash, may have come of age in 2003 
with the launch of Second Life. Parent 
company Linden Lab made the Second 
Life client open source in January 2007, 

paving the way for more virtual world 
development by organizations that 
have been especially wary of security 
issues. 

The metaverse is home to virtual 
shopping malls, lecture halls, corpo-
rate offi ces, and social clubs. Second 
Life already boasts over 16 million 
residents. Over the next few years, 
Web 3.0 is expected to usher in the 
wide-spread adoption of virtual 3D 
worlds in the next generation of the 
Internet. 

Virtual humans

From the earliest cave drawing of 
a hunter and the fi rst stick doll, virtual 
humans have been a part of culture. 
Today, CGI (computer generated im-
age) animation is creating virtual hu-
mans that can pass as real on the sil-
ver screen. Virtual actors have already 
landed leading roles in feature fi lms 
such as Beowulf and Tomb Raider, de-
livering disturbingly convincing per-
formances.

Avatars, the characters that repre-
sent players in a game, make it pos-
sible to interact in real time within a 
virtual world. Many avatars can be 
customized with amazing detail. Non-
player characters (NPCs), those gen-
erated by the computer, also take part 
in the game. As artifi cial intelligence 
(AI) improves, it is becoming increas-
ingly diffi cult to distinguish NPCs 
from player avatars. With the addition 
of mature holographic technologies, it 
may one day be hard to tell 3D avatars 
apart from fl esh-and-blood creatures!

People and technology are also 
converging in what some futurists 
have called transhumanism. Already, 
mind-controlled joysticks and neural 
implants are available as computer in-
put devices, and living brain tissue is 
being used to build logic circuits and 
drive self-learning systems. The time 

may not be far off that guidelines will 
be needed for classifying “cyborgs”—
mechanically enhanced people—as either 
machine or human. 

The Berkeley Lower Extremity Exoskeleton (BLEEX) helps lighten the load for the human user.

Image credit: UC Berkeley
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Virtual reality

The virtual world is finding its place 
in the physical world—literally. The 
global positioning system (GPS) makes it 
possible to precisely identify on a map the 
location of a feature or a person. Google 
Earth is providing a “street view” of 
nearly every city in the United States, and 
other countries are quickly being added to 
the list. By “driving” through a neighbor-
hood, it is possible to see what model car 
is parked in front of someone’s house or if 
the newspaper had been picked up.

Virtual reality games are already us-
ing GPS information to merge the physi-
cal world with virtual images. In Human 
Pacman players don special headsets that 
project images of Pac-Man figures on a 
visor. A GPS device tracks the player’s lo-
cation while a combination of Bluetooth, 
WiFi, infrared, and other technologies are 
linked by a central computer system to 
manage the game. When the player enters 
a target zone, the system displays the ap-
propriate characters superimposed on the 
physical landscape.

Similar technologies are used for 
military combat training, where soldiers 
walking through a mock village encounter 
projected images that only they and their 
teammates can see and interact with.

Plans are underway in several cit-
ies to make entire neighborhoods WiFi 
enabled. By coupling WiFi connectivity 
with strategically place RFID (radio fre-
quency identification) devices, for some-
one wearing headup display goggles a 
stroll down main street could resemble a 
walk through Roger Rabbit’s Toontown. 

The virtual  future—the real present

Virtual technologies are changing how we work, how we communicate, 
how we socialize, and how we live. They are also changing how we view 
reality. As the virtual and the real grow ever closer together, new possibili-
ties present themselves in ways we haven’t even imagined.

The answer to the age-old question, “What is real?” has changed numer-
ous times over human history. And that answer is certain to change again 
when we confront the future. As the cutting-edge of technology is blunted 
by familiarity, the new grows old and the virtual becomes more real. 

Virtual laparoscopic instruments controlled by the surgeon move 
the liver, allowing the surgeon to practice the procedure with limited 
visibility and, perhaps, changing tissue response. 

Image credit: National Institute of Health

“FutureFlight Central” is a full-scale virtual airport control tower at NASA Ames 
Research Center, Moffett Field, CA. The facility is designed to test - under 
realistic airport conditions and configurations - ways to solve potential air and 
ground traffic problems at commercial airports. 

Image credit: NASA Ames Research Center
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